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3. For each embedding dimension, we calculated the translation errors that were derived from (a) lateral
time series when subjects were in the RS, (b) anterior/posterior time series when subjects were in the RS,
(c) lateral time series when subjects viewed the display of the previous model, (d) anterior/posterior time
series when subjects viewed the display of the previous model, (e) lateral time series when subjects viewed
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the OCB display, and (f) anterior/posterior time series when subjects viewed the OCB display.




