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Abstract. We proposed objective quantificational indices for arelation between contour
lines of a structure and its background in line drawings utilizing wavelet and spectral
analyses. We carried out multiple regression analyses for each preference judgement
point given by a questionnaire survey as a criterion variable using the quantificational
indicesasexplanatory variables. Considering resultsof these multipleregression analyses
we discuss a possibility to explain one’s preference for landscapes in terms of the
objective quantificational indices.

1. Introduction

Studies on scenic beauty evaluation of landscapes using quantification of forms have
been reported in really various fields such as structural design, urban planning, forest
management, ecology landscape and so on (SUGIYAMA et al., 1989, 1991; Ise and
IWAKUMA, 1994; KALIDINDI et al., 1997; GoTou et al., 1999; YASUDA et al., 2001;
GOROMARU and TERASAWA, 2001; HANDS and BROWN, 2002; STAMPS, 2002). One of the
main themes of this kind of studies is how to explain subjective preference of people by
objectivequantificational tools. Whilethe subjectivenessof peopleisgenerally investigated
by simple questionnaires (Y ASUDA et al., 2001; HANDS and BROWN, 2002), there are many
studies intended to objectively quantify graphical characteristics of landscapes using
varioustoolssuch asfractal dimension, RGB value, spectral analysisand so on (KALIDINDI
et al., 1997; GoTou et al., 1999; StamPs, 2002). In case of designs of civil engineering
structuressuch asbridges, besidetherel ation between the subjectivity and objectivity, how
to estimate harmony between a structure and its background is another theme and there are
studies intended to quantify the relation between a structure and its background using
psycho-vector, spectral analysis, fractal dimension and so on (SUGIYAMA et al., 1989,
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1991; Ise and IWAKUMA, 1994; GoTou et al., 1999; GOROMARU and TERASAWA, 2001).
In these studies skylines of astructure and its background are often numerically tractable
elements and it is suggested that the skylines play an important role in scenic beauty
(KaMEI, 1992; STAMPS, 2002). In this study we try to quantify one wave given by a
convolution between skylines of a bridge and of its background, instead of quantifying
relations between the two skylines, and investigate statistical correlation between the
guantified indices and preference judgements of examinees. A concrete flow of this study
is as follows. Firstly, we propose some indices which quantify a wave given by a
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convolution between contour lines of a structure and its background in landscape design
proposals drawn as easy line drawings. Secondly we conduct a questionnaire survey in
which examinees give preference judgements for the line drawings. Then we carry out
multiple regression analyses for the preference judgement point as a criterion variable
using the quantified indices as explanatory variables. And we discuss about statistical
significance of the regression using the indices.

2. Quantification

2.1. Extraction of contour lines

In this study a main structure and its background drawn as an easy line drawing
projected on a 2-dimensional rectangular frame (as shown in Figs. 1-9) are chosen as
objects of thefollowing analysesfor simple quantification. We extract contour lines of the
structure and its background and carry out spectral analyses by the following two manners.

Manner I: We extract a contour line from the background and another contour line
from the structure (Fig. 10a) respectively. Regarding the contour line of the structure as a
mother wavelet, we calculate power spectrums of a convolution between the mother
wavelet and the contour line of the background (GoTou et al., 1999).

Manner I1: Weextract acontour linefrom the background and three contour linesfrom

thestructure (an upper contour line, amiddle contour lineand alower contour line asshown
in Fig. 10b). Regarding each contour line of the structure asamother wavelet, we cal cul ate
power spectrums of a wave given as summation of the three convolution waves between
each mother wavelet and the contour line of the background (GoTou et al., 1999).
The contour line of a background is defined as a boundary line between the sky and the
background except the sky. The contour line of a structure in Manner | is extracted in the
same way as extracting the middle contour line of a structure in Manner 11. The upper
contour line of the structure is defined as a boundary line between the background and the
upper surface of the structure. The lower contour line of the structure is defined as a
boundary line between the lower surface of the structure and the background. The middle
contour line of the structure is defined in the following way.

1. Thecontour linestartsfrom theleft edge of the boundary line between thevisible
roadbed and background in the frame and go in the right direction.

2. Inthe case when the boundary line of the roadbed and the background bifurcate, the
bifurcated line which makes the smallest counterclockwise angle from the reference line
shown as Fig. 11 is chosen in principle.

3. Only bifurcated lines which make counterclockwise angle of 0°~180° from the
reference line are chosen so that the contour line can be described as a single-valued
function.

4. Only in the case when bifurcated lines exist in the direction of both 90° and 180°
fromthereferenceline, thebifurcated linein thedirection of 180° ischosen so that vertical
members are included.

Representing a contour line of the structure by a mother wavelet ()(x) and a contour
line of the background by asignal f(x) respectively, we define aconvolution between them
by the following equation (GoTou et al., 1999).
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The origin of the vertical axis from which the contour line of the structure is numerically
extracted is decided so that (/(x) satisfy the following condition.

I:ow(x)dx =0. (2

Since Egs. (1) and (2) cannot be used for discretized data, the following equations are used
instead of the actual calculation.

1 M-1
W:Ejzll’m—j i 3
1 M
A_c-zl’Ui =0 (4)

where ¢, and f; are discretized datafor a structure and abackground respectively; M isdata
number of ; W, (i =1, ..., N) are values of discrete convolutions for a data interval Ac.

2.2. Quantificational indices

In order to represent ‘ characteristics' of the convolution waves obtained by Manner
I and Manner I, we introduce the following indices.

(1) P, Standard deviation

As an index to represent an amplitude of the convolution wave W(c), we define
‘Standard deviation’ P, that is a standard deviation of W(c), by the following equation,

S (w -w) ©

P:‘w“i
n

"
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where n is data number; W is an average of W,. The index suggest similarity between
contour lines of a structure and of its background (GoTou et al., 1999).

(2) R, Ratio of positive data

Asanindex torepresent aratio of positive dataof W(c) against thetotal data, wedefine
‘Ratio of positive data’ R, by the following equation.

_ number of positive data of W

ki N(total data number of W) *100(%). (©)

If plus and minus of the mother wavel et data are upside down opposite, also opposite plus
and minus of W, are given. Whiletheindex P, does not distinguish the difference, theindex
R, represent partial incidence of concaveness and convexness of the contour lines.

(3) a, Gradient of spectrums

Asanindex to represent agradient of thelineregressed fromlog-log plots of P, power
spectrums of W(c) inthevertical coordinate and of 1/T, spacial frequency in the horizontal
coordinate, we define * Gradient of spectrums’ a by the following equation.

1
InP=b-aln=. 7
= ?

The index (not absolute value) generally has a greater value, when frequencies of the
contour lines are higher.

(4) i, Dispersion of spectrums

As an index to represent a normalized standard deviation of spectrums against the
regressed line in the previous subsection, we define ‘ Dispersion of spectrums’ i by the
following equation.

172 : (®)

When the index has lower value, it means that the distribution of P is similar to 1/f
fluctuation (KAMEI, 1992).

3. Examples of Quantificational Analyses

We analyze 16 line drawings. On each of them one of 2 backgrounds: ‘Mountains’/
"Buildings’ and one of 8 bridges A~H are drawn. Examples in case of the background
‘Mountains’ are shown in Figs. 1-8 for bridges A~H and an example in case of the
background ‘Buildings' for the bridge A is shown in Fig. 9. Examples of contour lines
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extracted by Manner | from the drawings are shown in Figs. 12-14. Examples of
convol utions between the contour line of those bridges asamother wavel et and the contour
line of each background (*Mountains' as ‘mt.’/*Buildings’ as ‘bldg.’) are shown in Figs.
15-17. Examples of power spectrums obtained from the convolutions by Manner | are
shownin Figs. 18-20. Theindices derived from the convolutions and the power spectrums
for the 16 drawings in Manner | are shown in Tables 1 and 2 in case of the backgrounds
‘Mountains’ and ‘Buildings' respectively. Eachindex derived for 8 bridgesare normalized
so that their average value is 0 and that their variance value is 1.
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Examplesof contour linesextracted by Manner |1 fromthedrawingsareshowninFigs.
21-23. Examples of sum of three convolutions between one of the three contour lines for
each bridge as amother wavelet and the contour line of the background are shownin Figs.
24-26. Examples of power spectrums obtained from the (summed) convolutions by
Manner Il are shown in Figs. 27—29. The indices derived from the convolutions and the
power spectrums for the 16 drawingsin Manner |l are shown in Tables 3 and 4 in case of
the backgrounds ‘Mountains’ and ‘Buildings' respectively. Each index derived for 8
bridges are normalized so that their average value is 0 and that their variance valueis 1.
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Table 1. Values of indices (Manner |, Mountains).

H. GoTou et al.

Table 2. Values of indices (Manner |, Buildings).

Bridge P, R, a i Bridge P, R, a i
A -0.794 1.866 0.748 0.097 A -0.869 1.676 0.889 0.624
B 1.448 -0.286 0.251 1.099 B 0.827 -1.511 -0.967 -0.554
C -0.667 -0.958 -0.256 -1.173 C -0.637 -0.302 —-0.057 —-1.000
D 1.448 -0.286 0.251 1.099 D 1.801 -0.082 0.431 1.450
E -1.284 0.387 1.830 ~1.123 E -1.334 0.247 1.827 -1.081
F -0.040 0.656 -1.327 0.714 F 0.093 0.687 -1.107 0.842
G -0247  -0.017 0651 -1.123 G -0.180 0357  -0454 0942
H 0.135 ~1.362 —0.846 0411 H 0.298 -1.072 -0.562 0.660

Table 3. Values of indices (Manner |1, Mountains).

Table 4. Values of indices (Manner 11, Buildings).

Bridge P, R, a i Bridge P, R, a i
A -1.036  -1.151 1.599 0.656 A -1.017  -1.323 1.755 0.360
B 1.250 0.437  -1.381 -0.176 B 1.236 0496  -1.326 0.013
C -0.528 1.866  -0.927  -0.804 C -0.527 1.819 -0.895 -0.764
D 1.754 0.119 1.037 2614 D 1.767 0.165 0.935 1.589
E -0.779  -1.151 0.126  -1.301 E -0.782  -0.992 0.107  -0.510
F -0.433 0.119 0.235 -1.190 F -0.443 0.000 0.173  -0.499
G -0.421 0.437 0.040  -2.331 G -0.435 0496  -0.090 -1.367
H 0.193  -0.675  -0.729 2.533 H 0202  -0.661 -0.659 1.177
Table 5. Questionnaire (Mountains).
A B C D E F G H
Av. 333 248 3.07 28 400 274 298 312
Dev 1.08 091 1.22 1.08 1.05 095 1.14  1.07
Table 6. Questionnaire (Buildings).
A B C D E F G H
Av. 295 269 248 260 400 267 336 3.17
Dev. 1.00 1.23 1.10 1.31 1.11 1.02 1.09 1.02

4. Questionnaire Survey

We carried out aquestionnaire survey for 42 examinees (3rd grade students majoring
civil engineeringin Tohoku Univ.) to get pointsof their preferencejudgementsfor ‘ beauty’
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Table 7. Regression (Manner |, Mountains).

Person R? (,}1 ) F-r -1 t,-T. ty-1. 1T,
p.22 0.948 (0.879) 15 -0.8 0.1 0.1 -03
p-1 0.941 (0.862) 13 =16 06 =12 10
p.23 0.935 (0.849) 12 -04 -05 00 -07
Ave. of 42 0.926 (0.827) 10 -0.8 0.4 0.9 0.1
Significant — 3p.s 2p.s Op. 4p.s Ip.

Table 8. Regression (Manner |, Buildings).

Person R? (I}Z ) F-r. 4t 1T, ty-T. 4T,
p4 0.972 (0.934) 28 -08 0.6 00 =L1
p.33 0.959 (0.904) 19 12 01 0.7 0.5
p.22 0.899 (0.764) 0.7 0.9 L1 =11 =10
Ave.of 42 0.621 (0.115) 0.1 -0.1 -0.1 05 -0.1
Significant — 2p.s 2p.s 2p.s 3ps 3p.s

Table 9. Regression (Manner |1, Mountains).

Person RZ(I}Z) F-r. t,-r. ty-1. ty-T. 1,1
p.33 0.986 (0.967) 57 0.4 40 -05 =L7
p.15 0.970 (0.930) 27 0.8 =27 02 =2
Ave.of 42 0.493 (0.183) 0.1 -0.3 -0.2 0.0 0.1
Significant — 2p.s 3p.s 4p.s Op. 2p.s

Table 10. Regression (Manner |1, Buildings).

Person RZ(,}Z) F-r. 1-r. -t 13-T. [
p.12 0.980 (0.954) 41 0.1 =33 =20 =1.0
Ave. of 42 0.905 (0.777) 08 04 -0.6 0.1 -0.5
Significant — Ip. 2p.s 2p.s Ip. 3p.s

of the 16 drawings in the previous section. We used 2 examination sheets; on the one, 8
drawingsfor bridges A~H with the background ‘ Mountains’ (Figs. 1-8) are printed and on
the other, 8 drawings for bridges A~H with the background * Buildings' (for example: Fig.
9) are printed. Under the each drawing, 5-grade scales (‘not beautiful’ on the left edge,
‘ordinary’ on the middle and ‘ beautiful’ on the right edge) are printed. The text on the top
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Table 11. Stepwise (Manner I, Mountains).

Person R? (1§2) F-r. -1 1T, -1, ty-1.
p.23 0.871 (0.849) 2.9 - — — -2.6
p.24 0.805 (0.726) 08 -1.0 — 1.1 —
p.42 0.777 (0.740) 1.5 -19 — — —
Ave.of 42 0.854 (0.795) 1.1 1.4 — 1.1 —
Significant — 4p.s Tp.s Ip. Tp.s 2p.s

Table 12. Stepwise (Manner I, Buildings).

Person Rz(kl) F-r. t-r. t)T. -1, 14T,
p.4 0.936 (0.910) 27 -19 — — -1.1
p.33 0.835 (0.808) 22 2.3 — —
p.28 0.788 (0.753) 1.6 -19 — — —
Significant 6p.s 9p.s Op. 1p. 4p.s

Person RZ(,QZ) F-r. -t t,-T. ty-1. ty-1.
p.22 0.856 (0.832) 2.6 -2.4 - — —
p.15 0.831 (0.803) 2.2 — =22 — —
p.33 0.763 (0.723) 1.4 — -1.8 — -
Significant 4p.s 2p.s 6p.s Op. 3p.s

Table 14. Stepwise (Manner |1, Buildings).

Person R’ ([}2 ) F-r. t-r. -1, 1;-T. [
p.28 0.836 (0.808) 22 -23 — — —
p-35 0.791 (0.756) 1.7 — -19 — —
p.42 0.758 (0.717) 1.4 -1.8 — — —
Significant Sp.s Tp-s Ip. Op. 2p.s

of the sheets says, ‘ Judge beauty of the following drawingsby 5 grades and mark it by your
preference.” Wedivided the 42 examineesinto 2 groups so that each group has 21 persons.
Examineesin one group at first received only the examination sheet with the background
‘Mountains’ and marked it, while examinees in the other group at first received only the
examination sheet with the background ‘Buildings' and marked it. After that, examinees
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in the both groupsthen received another examination sheet respectively and marked it. We
gave 5-grade points to the marked judgements (for example 1 point to ‘not beautiful’, 5
points to ‘beautiful’ and so on). We show the average judgement points which 42
examinees gave for the drawings and their deviations in Tables 5 and 6 in case of the
backgrounds ‘Mountains’ and ‘Buildings' respectively.

5. Regression Analyses

We carry out multiple regression analysesin 4 cases of 2 backgrounds ‘Mountains'/
"Buildings’ and 2 Manners|/11 regarding the preference judgement point of each examinee
as acriterion variable y and also regarding the average judgement point of 42 examinees
asy. The quantificational indices P, R,, aand i are chosen as explanatory variablesx;, X,,
X3 and x,. Results of examinees for whom F-value (square of t-value) isover the 5% point,
resultsfor the average of all examineesand numbersof personsfor whom each explanatory
variable becomes statistically significant are shown in Tables 7-10 for the 4 cases, where
R?isR-square; R? isadjusted R-square; F-r. (F-ratio) is F/IF (0.05%): ti ist-value for partial
regression coefficients b; of the regressed equation: y = b x; + byX, + bgXg + byx, + by; t;-
r. (t-ratio) isti/t . gos06)- REQressed equationswhose F-ratio isequal to or greater than 1 are
statistically significant. Partial regression coefficients whose t;-ratio is equal to or greater
than 1 are statistically significant. Plus or minus of t;-ratio correspondsto plus or minus of
the partial regression coefficient and to its positive or negative correlation. Examinees of
Person 1~Person 21 at first marked the exami nation sheet with thebackground * Mountains’,
while examinees of Person 22~Person 42 at first marked that with the background
‘Buildings'.

In any case the number of examinees who give a statistically significant result is at
most 3 and the examineewho givesasignificant resultin acertain case doesnot alwaysgive
significant results in other cases. There are examples in which no partial regression
coefficients are statistically significant by t;-ratio, although the regressed equations are
significant by F-ratio (Table 7: Person 22). On the other hand there are examplesin which
most of regression coefficientsarestatistically significant by t;-ratio, although theregressed
equationsare not significant by F-ratio (Table8: Person 22). It depends on each casewhich
partial regression coefficients among b,~b, are statistically significant for many persons
or not. For example, the regression analysis for case of Manner | with the background
‘Mountains’, b, (index Ry) is statistically significant for no persons, while b; (index a) is
statistically significant for 4 persons (Table 7). On the other hand, the regression analysis
for case of Manner Il with the background ‘Mountains', b, (index Ry) is statistically
significant for 4 persons, while b (index a) is statistically significant for no persons(Table
9). Asfor theregression analysisfor the averagejudgement point of 42 examineesregarded
asacriterionvariable, only an analysisin case of the background * Mountains' and Manner
| is statistically significant by F-ratio.

Thus it is suggested that the 4 indices cannot well explain average preference of a
certain group with not a small dispersion by person. If it is limited to analyses for each
person, there are persons, for whom a regressed equation is statistically significant,
although it depends on persons, Manners and Backgrounds which indices are more
explainable for the person’s preference.
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Here in order to choose statistically significant explanatory variables avoiding
multicollinearity from the 4 indices P, R,, aand i, we try analyses by Stepwise Method.
For 4 cases of 2 backgrounds*‘Mountains' /' Buildings' and 2 Manners|/11, picking up more
explainable indices as explanatory variables from the 4 indices, we carry out multiple
regression analyses regarding the preference judgement point of each examinee as a
criterion variable y and also regarding the average judgement point of 42 examinees asy.
Results of 3 persons for whom highest R-square is given, aresult for the average point of
42 examineesand numbersof personsfor whom each explanatory variableissignificant are
shown in Tables 11-14 for the 4 cases. In half of the persons no indices are statistically
significant, whilein the other half persons one (or two in cases) index is significant. In all
cases results of Stepwise Method give more number of persons for whom the regressed
equation is statistically significant by F-ratio than results of the ordinary regression
analyses. However personswith higher R-square in Stepwise M ethod are not always same
asthose in the ordinary regression analysis. In 3 cases except the case with Manner Il and
the background ‘Mountains', number of personsfor whomtheindex P issignificantis7~9
by Stepwise Method, while the number is 2~3 by the ordinary regression analysis.

In the analysis by Stepwise Method with Manner | and the background * Mountains’,
the indices P, and a are statistically significant for the average judgement point of 42
examinees. In that sense, it may be said that P, and a in the case represent ‘popularly
common’ preference of the examinees. It dependson personswhichindicesgivestatistically
significant correlations. Furthermore the correlations are not always positive but also
negative. For example, since values of P, generally become small when up-and-downness
of bridgesbecomessmall (GoTou et al., 1999), it may reflect difference of personal senses
of value; some personsfeel that bridgeswith small up-and-downnessare* beautiful’ and the
other persons feel that bridges with big up-and-downness are ‘beautiful’. As Manner 11
does not always give higher correlations than Manner |, to increase extracted lines of
bridges does not always make explanatory variables more explainable.

6. Concluding Remarks

We carried out multiple regression analyses for the preference judgement point of
each examinee as a criterion variable using the indices quantified from contour lines of
structural landscape drawings as explanatory variables. For half of the examinees one or
two of thefour quantificational indicesproposed inthisstudy giveastatistically significant
correlation with each person’s preference for the landscapes. However, it depends on
persons which indices give a statistically significant correlation. We did not find indices
which give a enough significant correlation with the average judgement point of 42
examinees. On the other hand, some persons can give significant positive correlations for
indices for which the other persons give significant negative correlations. It seems to be
shown by theindicesthat two person’ s preferencejudgements can be quite oppositeto each
other by persons. In this study we showed possibility to regressionally estimate scenic
preference of each person for landscapes, while we found that it is difficult to estimate
averaged scenic preference of the group, each of whose members has different (quite
opposite) preferenceto the others. Although weintroduced a convol ution between contour
lines of astructure and of its background and quantified only spectrums of the convolution
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for asimple analysis, it might be more explainable approach to quantify spectrums of a
structure and of its background respectively and then try to find relations between the
respective quantified spectrums, which give statistical significancewith scenic preference.
How to find and/or quantify the relations is a subject for our future study.
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