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Abstract. A chaotic piecewise linear map whose statistical properties are identical to
those of a random walk on directed graphs such as the world wide web (WWW) is
constructed, and the dynamic quantity is analyzed in the framework of large deviation
statistics. Gibbs measures include the weight factor appearing in the weighted average of
the dynamic quantity, which can also quantitatively measure the importance of web sites.
Currently used levels of importance in the commercial search engines are independent of
search terms, which correspond to the stationary visiting frequency of each node obtained
from a random walk on the network or equivalent chaotic dynamics. Levels of importance
based on the Gibbs measure depend on each search term which is specified by the
searcher. The topological conjugate transformation between one dynamical system with
a Gibbs measure and another dynamical system whose standard invariant probability
measure is identical to the Gibbs measure is also discussed.

1. Introduction

One of the most remarkable points about deterministic chaos is the duality consisting
of irregular dynamics and fractal structure of the attractor in the phase space. Amplifying
this relationship between dynamics and geometry, we will try to construct dynamics
corresponding to a directed network structure such as the WWW. A directed network or
graph can be represented by a transition matrix. On the other hand, temporal evolution of
achaotic piecewise-linear one-dimensional map with Markov partition can be governed by
a Frobenius-Perron matrix. Both transition matrices and Frobenius-Perron matrices belong
to a class of transition matrices sharing the same mathematical properties. The maximum
eigenvalue is equal to unity. The corresponding eigenvector is always a real vector, and
evaluates the probability density of visiting a subinterval of the map or a site of the network,
which is commercially valuable information in the field of the WWW (PAGE et al., 1988).
Relating these two matrices to each other, we are able to represent the structure of the
directed network as a dynamical system. Once we relate the directed network to chaotic
dynamics, several approaches to deterministic chaos can be also applied to graph theory.
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Inchaotic dynamical systems, local expansion rates which evaluate an orbital instability
fluctuate largely in time, reflecting a complex structure in the phase space. Its average is
called the Lyapunov exponent, whose positive sign is a practical criterion of chaos. There
exist numerous investigations based on large deviation statistics in which one considers
distributions of coarse-grained expansion rates (finite-time Lyapunov exponent) in order
to extract large deviations caused by non-hyperbolicities or long correlations in the vicinity
of bifurcation points (MORI and KURAMOTO, 1998).

In general, statistical structure functions consisting of weighted averages, variances,
and these partition functions as well as fluctuation spectra of coarse-grained dynamic
variables can be obtained by processing the time series numerically. In the case of the
piecewise-linear map with Markov partition, we can obtain these structure functions
analytically. This is one of the reasons why we correspond a directed network to a
piecewise-linear map. We herein try to apply an approach based on large deviation
statistics in the research field of chaotic dynamical systems to network analyses. We
discuss mainly the Gibbs measure in the present paper. And we also discuss topological
conjugate transformation between one dynamical system with a Gibbs measure and another
dynamical system whose standard invariant probability measure is identical to the Gibbs
measure.

2. One-Dimensional Map Corresponding to Directed Network

Let us define this adjacency matrix as A, where A;; is equal to unity if the node j is
linked toi. If not, A;; is equal to zero. In the case of an undirected network, A;;=A; = 1 holds
if the nodes i and j are linked to each other. If not, A;; is equal to zero. Trans1t10n matrix H
can be derived straightforwardly from the adjacency matrlx The element H ; is equal to A;
divided by the number of nonzero elements of column j, which is equal to output degree
d;=2,A; of node j, so that we have H = AW, where W is a diagonal matrix with W;; = 1/d,.
The max1mum eigenvalue is always equal to unity. The right eigenvector h with Hh = h
measures site importance in the context of the web network (PAGE et al., 1988). The left
eigenvector v with vH = v satisfies v; = v, = ..., since all the nonzero elements are equal in
the same column of H. We will consider the very simple example whose transition matrix
is given by

1

1 0 0 —
H=(01]01= %
11 5 -
2

This example corresponds to a directed network consisting of two nodes in which node 1
is always directed to node 2, and node 2 to both with equal probability as shown in Fig. 1.
In other words, this is a special coin tossing in which heads (node 1) are always followed
by tails (node 2), and tails by heads or tails with equal probability.

This directed network can be represented by a map f from unit interval I = [0,1) to I.
We divide I into [, and I, with I =1, U I, and I, N I, = ¢. The most simple choice of the
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H.=1

He=1/2  H==172

Fig. 1. Directed network consisting of two nodes in which node 1 is always directed to node 2, and node 2 to

both with equal probability.
1
f(x)
0 1/2 1

X

Fig. 2. Piecewise-linear map corresponding to the directed network consisting of two nodes in which node 1 is
always directed to node 2, and node 2 to both with equal probability.

map satisfying f(I,) = I,, f(I,) =1, U I, is piecewise linear, and is given by flx) = x +
12(0<x<1/2),2x-1(1/2<x < 1) with I, =[0,1/2) and I, = [1/2,1) as shown in Fig. 2.
This is a simple example of Markov partition. The slope f’(/;) = 1 is equal to the output
degree of node 1, f’(I,) = 2 to that of node 2. Note that the slope of the map is equal to the
output degree of the graph in this way and that the element of H is equal to the inverse of
a slope or of an output degree. This map is a special case of Kalman’s map, whose static
and dynamical properties reproduce those of a discrete-time discrete-state Markov process
characterized by the aforementioned transition matrix H (KALMAN, 1956; KOHDA and
FUJISAKI, 1999).

In the case of chaotic dynamics caused by a one-dimensional map f, the trajectory is
given by iteration. Its distribution at time n, p,(x), is given by the average of this delta
function (8(x, — x)), where (---) denotes the average with respect to initial points x,. The
temporal evolution of p is given by the following relation

Pat(¥) = [ 8(£(3) = x)p, (y)dy = %p, (x).



144 S. MIYAZAKI

This operator ¥, called the Frobenius-Perron operator, is explicitly given as

where the sum is taken over all solutions yj(x) satisfying f(yj) =x.

In the case of a piecewise-linear map with Markov partition, invariant density is
constant for each interval. Taking these 2 functions as a basis, we can represent the
Frobenius-Perron operator as this 2 by 2 matrix H. This is nothing but the transition matrix
of the directed graph consisting of 2 nodes mentioned before. For an arbitrary transition
matrix, all the elements are summed up to unity along the same column. For a Frobenius-
Perron matrix of a piecewise linear Markov map corresponding to a unweighted network,
this sum rule is also satisfied, and furthermore, all the nonzero elements are equal to the
inverse of output degree in the same column. In this sense, our Frobenius-Perron matrix
belongs to a subset of the whole transition matrix (stochastic matrix). For a weighted
network, where the transition probabilities between the nodes distribute, Kalman’s map
(KALMAN, 1956; KOHDA and FUJISAKI, 1999) must be considered. In this case, the sum rule
along the column is not satisfied, as in the case of general Frobenius-Perron matrices.

Right and left eigenvectors corresponding to eigenvalue 1 of the aforementioned
Frobenius-Perron matrix H are determined. The left eigenvector v is given by v = (1/2,
1/2), where it is so normalized that the sum of all elements is equal to unity. Note that the
element is equal to the width of the subintervals /; and /, of the Markov partition. The right
eigenvector & gives the probability density to visit each subinterval, and is equal to & =
(2/3, 4/3), where it is so normalized that the inner product of the right and the left
eigenvectors is equal to unity.

The Lyapunov exponent of the one-dimensional map is an average of the logarithm of
the slope of the map with respect to its invariant density. Comparing the directed network,
the map f, the matrix H, we find that the output degree of node £ is equal to the slope of the
interval ;. Thus the Lyapunov exponent of the network is found to be an average of the
logarithm of the output degree of each node. This exponent quantifies the complexity of
link relations. Degree distribution, a function describing the total number of vertices in a
graph with a given degree (number of connections to other vertices), is often used to
characterize link relations. The network Lyapunov exponent and its fluctuation are also
supposed to be useful in the context of the network. In this way, we can relate the network
structure itself to a chaotic dynamical system, and we try to characterize the network based
on an approach to deterministic chaos, namely large deviation statistics, in other words,
thermodynamical formalism. Large deviation statistics of Lyapunov exponents of chaotic
dynamical systems are intensively discussed in the literature (MORI and KURAMOTO,
1998).

3. Large Deviation Statistics

Let us briefly describe large deviation statistics following the series of studies by
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Fujisaka and his coworkers (FUJIISAKA and INOUE, 1987, 1989; FUJISAKA and SHIBATA,
1991). Consider a stationary time series of a dynamic variable # {¢} at time 7. The average
over time interval T is given by this formula,

1 pi+1T

ur(r) = ?L a{s}ds,

which distributes when T is finite. When T is much larger than the correlation time of i,
the distribution P;(u) of coarse-grained u = u ; is assumed to be an exponential form
P(u) o< e 3T Here we can introduce fluctuation S(u) as

.1
S(u)=- Tlgri? log Py (u).

When T is comparable to the correlation time, correlation cannot be ignored, so non-
exponential or non-extensive statistics will be a problem, but here we do not discuss this
point any further. Let g be a real parameter. We introduce the generating function M, of T
by this definition:

M, (T)= <e"m7 > = f: Pr(u)e™ du.

We can also here assume the exponential distribution and introduce a characteristic
function ¢(g) as

1
9(g) = lim —log M, (T).

The Legendre transform holds between fluctuation spectrum S(z) and characteristic
function ¢(¢q), which is obtained from saddle-point calculations. dS(u)/du = q, ¢(q) =
=S(u(q)) + qu(q). In this transform a derivative d¢/dq appears, and is a weighted average
of ur,

a) ==y, = fm M,(T)

so we find that ¢ is a kind of weight index. We can also introduce susceptibility y(g) =
du(q)/dq as a weighted variance. These statistical structure functions S(u), ¢(q), u(q), x(q)
constitute the framework of statistical thermodynamics of temporal fluctuation, which
characterize the static properties of chaotic dynamics. In order to consider dynamic
properties, we can introduce this generalized spectrum density as a weighted average of
conventional spectrum density as
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OT[L?{I + s} —u(q)Je™"ds ’ e

I (w)= 1
() Ti‘i<

iy > / (7 M, (1)).

In the same way, the generalized double time correlation function is

C,(T)= lim lim (it +}—u(q))(a{r} - u(q))e”™ ) /M, (T)

T—o0 T—>o0

The relation between the two is given by the Wiener-Khintchine theorem:

C,(T) =" 1, (@) ™do/(2n) and I (@)= 3.C,(1)e"™.

t=—co

In the case of chaotic dynamics, g of thermodynamical formalism is merely a weight index
to process time series. This index ¢ can be used to control traffic in the context of the web
network.

Let us consider the case of a one-dimensional map. Let i [x,] be a unique function of
x, which is governed by the map x,,; = f(x,). The question is how to obtain statistical
structure functions and generalized spectral densities of . The answer is to solve the
eigenvalue problems of a generalized Frobenius-Perron operator. As we mentioned before,
the characteristic function ¢(q) is given by the asymptotic form of the generating function
M ,(n) in the limit of n — oo corresponding to the temporal coarse-grained quantity

] :12[ o)

where we assume an exponential fast decay of time correlations of u. A generating function
can be expressed in terms of invariant density,

Mq(n)=fpw(x)e><p{q§ﬁ[f : ]]dx [ 9 po.(x)dx

where the generalized Frobenius-Perron operator #, is defined and related to the original
one as

¥*,G(x)= %[e‘ﬂ?[«v]G(x)] => eqﬁ[yk]G(yk)

| )|

for an arbitrary function G(x) (¥, = #). To obtain the above equation, the following
relation is repeatedly used:
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%{G(x) exp|:q %ﬁ[fj (x)]jl} = (% p G(x)) exp[qrgﬁ[fj (x)]]

The normal Frobenius-Perron operator ¢ depends on the map fonly. The generalized
one #, depends also on a dynamic variable u and determines statistical structure functions
and generalized spectral densities of u. For example, in the case of local expansion rates
i [x] = log|f ’(x)| whose average is the Lyapunov exponent, the generalized operator is
explicitly given by

In the case of the simple network mentioned earlier, two subintervals constitute the
Markov partition, such that 3, can be represented by a 2 X 2 matrix as

=
N = | =

in the same way as #, where u[[;] = u[x] withx e [,. Let vq(+) be the maximum eigenvalue
of H,. The statistical structure functions and the generalized spectral density are given by

1,(@) = [y (@)[i[x]- u(g)[/, (@) + ], (~o) - 1] i[x] - u(g)]n" (x)ax,
where J (@) = 1/[1 - (¢"“/v,")H ], v*(x) and h")(x) are respectively the left and right

eigenfunctions corresponding to the maximum eigenvalue vq(+) of H,. The generalized
double time correlation function is given by

t ~
c,(t)= Jv(ﬂ (x)[u[x] - u(q)][Hq /vf;)] [u[x] — u(q)]hm (x)dx.
4. Gibbs Measures
Let us analyze the directed network based on the large deviation statistics. We

consider an arbitrary dynamic variable and set i (/;) = u; and i (I,) = u,. The generalized
Frobenius-Perron matrix H, can be represented as
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Hq =( O equz /ZJ
equl equz /2

The largest eigenvalue v,*) and the second one v, are given by

qu quy

v = + V1+8edtn)
4

are also given by

(*) 3 e‘l“l

o RTINS
(+)

+ 1%

() equliv(iw

satisfying v;(g) + v,(q) = 1 and b\ (@), (g) + P (gv, P (g) = 1.
The characteristic function is given by ¢(¢q) = loqu(+). The weighted average u(qg) =
d@(q)/dq is explicitly given by

u(q)=u2+u1;u2 [1— ! J

231 +8e701 )
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Its asymptotic behaviors depend on the sign of u, — u,. For u; < u, (u; > u,), we have
u(oo) =uy (u(ee) = (u; + uy)/2) and u(—eo) = (u; + u,)/2 (u(—oe) = u,). Let us define the scaled
variable U(q) = (u(q) — u(—))/(u(e) — u(—o0)) and the scaled weighted variance o(q) =
2(D/[(u(ee) — u(—o0))?] with 0 < U < 1. The scaled weighted average and the scaled weighted
variance are respectively given by

Ulg)=———. (1 <),

Tos o)
o(q)=8e¢ (1 +8e? )_3/2, (4, <uy),
o(q)= 8eQ(1 + SeQ)_3/2, (1, > uy)

with O = 2¢(u(ee) — u(—e0)). The fluctuation spectrum is also explicitly given by

U, 8U* 1, 2(1-U)

S(U) = —log——5+—1 , <uy),

U)=Floe Tz +5lee =y (1 <1z)
U, 1-(1-U) 4(1-0)

S(U)=—1o +log , U >u, ).

( ) 2 g 8(1—U2) 21— U (1 2)

Expanding the spectrum around the average up to the quadratic term, we have a parabola
indicating the central limit theorem. The scaled average U, = ((u(0) — u(—e0))/(u(e0) —
u(—e)) is given by U = 1/3 (2/3) for u; < u, (u; > u,). The parabola is given by S, +(U) =
(27/16)(U — UO)2 for both cases. Large deviation statistics obviously do not coincide with
the central limit theorem.

The generalized correlation function C(7) is given by

C,()=K, exp[—(yq + in)t],

with

V1+8edtn™) 4
Yy =log— ,
V1+8eti)




150 S. MIYAZAKI

0.8} |
0.7} ;

0.6 .

0.4F -
0.3} .
0.2f .

0.1} 1

‘1o 5 0
(¢

Fig. 3. Scaled weighted average U plotted against the scaled weight index Q for u; < u, (solid line) and u, > u,
(dashed line).
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Fig. 4. Scaled weighted variance o plotted against the scaled weight index Q for u; < u, (solid line) and u; >
u, (dashed line).

K, = [v§+)(u1 - u(q))h(f) + v§+)(u2 - u(q))hgf)] X [fo) (ul - u(q))h1(+) +{) (u2 - u(q))h2+)].

The oscillatory factor exp[—izt] = (—1)' corresponds to the unstable periodic orbit with
period 2. These statistical structure functions are obtained for other simple networks
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Fig. 5. Fluctuation spectrum S (solid line) and parabola indicating the central limit theorem (dashed line) plotted
against U for u; < u, (upper panel) and u, > u, (lower panel).

(MIYAZAKI, 20064, b, c).

In thermodynamic formalism in the context of the mathematical formulation of
equilibrium statistical mechanics (SINAI, 1972; BOWEN, 1975; RUELLE, 1976, 1978) and
the ergodic theory of dynamical systems (ECKMANN and PROCACCIA, 1986; PARADIN and
VULPIANI, 1987; GRASSBERGER ef al., 1988; BESSIS et al., 1988; MORI et al., 1989), the
variational principle (WALTERS, 1982)

P;(¢) = sup(i, () + | glu)
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Fig. 6. Damping factor y plotted against the scaled weight index Q for u,; < u, (solid line) and u, > u, (dashed
line).

is often used, where @ denotes a piecewise continuous function, /,( /) the Kolmogorov-
Sinai entropy and the supremum is attained at a measure (U, called Gibbs measure, which
depends on chosen function ¢. Hereafter we confine ourselves to hyperbolic one-dimensional
dynamical systems. The topological pressure P ¢) may admit different analytical branches
corresponding to different local structures of the invariant set reflected by different Gibbs
measure (MORI et al., 1989; FEIGENBAUM et al., 1989; JUST and FUJISAKA, 1993). The
topological pressure P{ @) and the characteristic function ¢(g) are identical if one identifies
@ = qu — log|f’|- The Gibbs measure corresponds to 1,(q)v,*(q) and h,V(q)v,"(q).
Note that H/ vq(+) has unit eigenvalue and corresponds to a conventional Frobenius-

Perron matrix of the induced map f

with
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Note that the same conditions [0,1)= T, U I, [, N I,=¢, f(I,)=1,and f(I,)=
I ;U I ,onthe Markov partition as the original dynamics fsatisfy. The Frobenius-Perron
matrix H can be given by a product of the adjacency matrix A and the diagonal matrix W

o1t o
H=AW = 1
1105

where the diagonal elements W;; are equal to 1/|f’(I;)|. The generalized Frobenius-Perron
matrix H, divided by its largest eigenvalue vq(+) can also be given by a product of the
adjacency matrix A and the other diagonal matrix W,

7 - (+)
Hy=H, /v = Aw,

0 1y’ /vy 0
(1 1) 0 e /2v)]

where the matrix H o, has an unit eigenvalue as the largest one, and the diagonal elements
(W,);; are equal to 1/| f’(l,-)|. The two matrices H and I:Iq share the same adjacency matrix
A, the logarithm of the largest eigenvalue of which gives topological entropy, so that the
transformation between the maps f and f is topologically conjugate.

Let us consider the concrete dynamic variable #; = 0 and u, = 1 as an example of the
case of u; < u,. The stationary probability density to visit node 1 (heads) and node 2 (tails)
are respectively equal to #,"(0) =2/3 and h,"(0) = 4/3. The stationary visiting frequencies
are h,"(0)v,*(0) = 1/3 and h,"(0)v,(0) = 2/3, which is used in the context of the WWW.
For ¢ — +o0 (=), the weighted average u(q) = v,"(q)uh,(q) + v, (q)u,h, Y (q) is equal
to the largest (smallest) possible local average value, i.e., u(+e) = 1 and u(—e) = 1/2. The
former and the latter correspond respectively to the unstable fixed point of f yielding the
time series of #: 111 ... with average 1 (only tails) and the unstable periodic point 010101
... with average 1/2 (heads and tails alternate). In the limit g — +oo, i2 approaches [0,1)
and the width of 1 | shrinks, and f(x;q,u) —~xforxe I , which implies that all points in

[0,1) are marginal fixed points in this limit. The second iteration f o f is given by

f‘o ~()c;q,u)Zg, (xeil Z[O,a)),
x;l+#, (xei21:[a,l—(1—a)2)),
(1x—_a1)2 +1, (x el =[1-(1- a)2,1)).
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In the limit ¢ — —oco, il approaches [0,1) and the widths of i21 and izz shrink, and
f(x;q,u) —xforxel , which implies that all points in [0,1) are marginal periodic points
with period 2 in this limit.

5. Concluding Remarks

As explained in the preceding sections, the differing local structures of the invariant
set are reflected by different Gibbs measures. For this dynamical system f, there exist
different Gibbs measures. For fixed Gibbs measures (v,"(q)h,(¢), v, (¢)h,(q)), one
can construct a induced dynamical system f whose invariant measure (SRB measure)
(7 ,90) 7 ,P0), 7,70)h,(0)) is identical to the above-chosen Gibbs measure
M DDh P @), P (@ D(g)).

In the context of WWW, one may choose a dynamic variable u as #(/;) = 1 if node
(web site) i contains a specific keyword; if not i (I;) = 0. Gibbs measures 4, (¢)v,(q) for
large positive g reflect only the web sites including the specific keyword and these closely
related sites. For large negative ¢, Gibbs measures reflects only the sites not including the
keyword and these closely related sites. Only the keyword independent measure /,(0)v,*(0)
is widely used to estimate the importance in the web network. We believe that Gibbs
measures i, Y(q)v,(q) are very promising as a measure of site importance depending on
search terms or as a filtering technique for harmful contents.

In the present paper, we confined ourselves to hyperbolic systems. Let us consider the
quadratic map x,,, = g(x,) = 2 — x,? as the simplest nonhyperbolic system. The statistical
structure functions of the local expansion rate # (x) =log|g’(x)| can be obtained analytically
(MoRr1 and KURAMOTO, 1998). The weighted average u(g) is given by a monotone
increasing step function. The values of the steps are —eo, log2, and log4, which correspond
to the nonhyperbolic phase caused by g’(0) = 0, the hyperbolic phase characterized by the
long time average called Lyapunov exponent in this case, and the nonhyperbolic crisis
phase caused by the collision (=2 = g ° g(0)) of the extremum (g’(0) = 0) with the unstable
fixed point (g’(-2) =4). Itis known that the tentmap y,..; = g (y,) = 1 —2|y,| is topologically
conjugate to the quadratic map. The instant values as well as the long time average of the
local expansion rate of the tent map are equal to log2, which coincides with the weighted
average of the hyperbolic phase of the quadratic map. We think that there exists the
aforementioned topological conjugate transformation from a hyperbolic phase of a
nonhyperbolic dynamical system f to another dynamical system whose standard invariant
measure corresponds to the Gibbs measure of f with a certain dynamical quantity .

This study was partially supported by the 21st Century COE Program “Center of Excellence for
Research and Education on Complex Functional Mechanical Systems” at Kyoto University.
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