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After explaining nature of glassy systems including discussions of associated mysterious phenomena we
discuss some representative theoretical ideas. We start with early ideas like the Kauzmann paradox and the
Adam-Gibbs theory. More recent theories are exemplified by the mode coupling theory (MCT), the dynamical
density functional theory (DDFT), and geometrical frustration.
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1. Introduction

This article introduces non-experts to some of the fasci-
nations of the structural glass, which is one of the few prob-
lems in condensed matter physics which still defy complete
understanding. This is contrasted with critical phenom-
ena. Here the long-standing mysteries associated with crit-
ical anomalies were completely solved almost during one
decade centered around 1971. This is the year when the
first successful treatment of critical phenomena by renor-
malization group method was published!. In comparison,
despite quite long history of glass research the field is still
very young with many mysteries and expectations. See a
text book by Binder and Kob (2005). (We used the word
“structural glass” to distinguish it from spin glass (Binder
and Kob, 2005).)

When a liquid is cooled below its melting temperature
very slowly, it is supposed to undergo crystallization. How-
ever, quite often the system freezes into states other than
a crystal. Such states are categorized generally as glass.
However, the feature that distinguishes glasses from other
states of matter is that a glassy state generally depends on
how it is formed, and lowering the temperature is just one
of numerous means of forming a glass. Even the cooling
rate affects glass-forming temperature. This means that a
glassy state cannot be uniquely specified by giving ther-
modyanamic variables of that state like pressure and tem-
perature. In other words, a glass is not in a thermodynamic
equilibrium state. This is the source of all the difficulties in
constructing a theory of glass.

Here we list some features that distinguish glass formers
from other systems.

e Rapid growth of relaxation time revealed, for example,
by increase of viscosity over short interval of temper-
ature. For the class of fragile glasses the growth rate
almost suddenly increases below the so-called mode
coupling critical temperature denoted as 7,. Another
category of glasses which are called strong glasses are
those with definite activation energies associated with

*1See the following for critical phenomena: Herbut (2007).

viscous relaxation such as window glass. Here we will
be exclusively interested in fragile glasses.

e Vanishing of entropy or specific volume as measured
from their values in crystalline states (also called con-
figurational entropy), when extrapolated to lower tem-
perature. Since these quantities cannot assume neg-
ative values, this behavior is generally known as the
Kauzmann paradox and the corresponding temperature
as the Kauzmann temperature Tk .

e Sharp cross over of dynamical behavior occurs at T,
which is above the glass transition temperature T.

e There are more of related phenomena, details of which
will be skipped such as dynamical heterogeneity and
(possibly related) break-down of Stokes-Einstein re-
lation between shear viscosity and self-diffusion con-
stant which generally holds for dense liquids.

e There are other set of unexpected peculiar phenomena

which defy understanding. A typical example is excess
light scattering from supercooled liquids which is well
beyond the level expected from the Landau-Placzeck
ratio of equilibrium fluid. A direct way to explain this
excess scattering is to assume some sorts of hetero-
geneous objects floating in fluids such as dust. The
group of E. Fischer went through very careful analy-
ses of such possibilities, but concluded that the excess
scattering does not disappear and hence is not an ex-
perimental artifact. This problem is now known as the
problem of Fischer’s clusters. A detailed up to date re-
view is given in Bakai abd Fischer (2004).
Here we mentioned the Fischer cluster problem as an
example of strange phenomena associated with super-
cooled liquids and glasses, and we refrain from dis-
cussing more of these because of lack of source mate-
rials needed for that.

2. Theoretical Proposals
2.1 Early attempts

In view of complex nature of glass-forming systems,
early attempts to understand glasses are either on phe-
nomenological levels such as the Adam-Gibbs theory or de-



4 K. Kawasaki

tailed studies of simple toy models such as those studied for
spin glasses with quenched disorder. See De Dominicis and
Giardina (2006). Nevertheless these studies brought about
important concepts which are still relevant today. The ex-
amples are the ideal glass transition where configurational
entropy of the system appears to vanish which we discussed
earlier and the Adam-Gibbs theory developed for enormous
slowing down of dynamics as glass transition is approached
whose relaxation time t is typically represented by the fol-
lowing Vogel-Fulcher formula:

t=AexpB/(T —Tp) (1)

where A and B are some constants and 7} is a characteristic
temperature which happened to be very close to the Kauz-
mann Temperature Tk .

If we rewrite Eq. (1) in the form,

T=AexpAE(T)/T 2)
with AE(T) = T/B(T — Ty), AE(T) appears as an ef-
fective temperature dependent activation energy. Use of
this effective activation energy is illustrated in Tarjus et al.
(2005), figure 2 to analyze appearance of super-Arrhenius
behavior of viscosity of glass-forming liquids.

We now explain the Adam-Gibbs theory (Binder and Kob
(2005)). The basic idea of this theory is the following.
In low temperature dense liquids the relaxation of the sys-
tem takes place through sequential transitions occurring in-
dependently in sub-domains of the system named cooper-
atively rearranging regions (CRR). This process is domi-
nated by those occurring in the smallest domains contain-
ing, say, z* molecules since relaxation times occurring in
larger domains are much slower. This transition rate is pro-
portional to the factor e#*"A% where 8 is the inverse of the
product of the Boltzmann constant kg times the absolute
temperature T, and A is the chemical potential change at
the transition of CRR which is assumed to be a constant.
Now, the system containing N molecules is supposed to be
divided into those belonging to the different smallest CRR,
each containing z* molecules. If the configurational entropy
of the entire system is denoted as S, and that of a CRR by s,
the number of the smallest domains contained in the system
is given by

niz*,T)=S./s. = N/z*. 3)

Hence the shear viscosity 1(7) and the relaxation time 7 (7T')
(which is proportional to n(7)) are both given by

n(T), T(T) oc /™ “)
with C = NBs.Au a smooth quantity in this theory. If
we remind that the configurational entropy vanishes at Tk
which is taken to be the same as Ty, then near this tem-
perature we have Sc &~ D(T — Ty). This reproduces the
Vogel-Fulture form Eq. (1) with B = C/D.

If a CRR has a diameter, say, £(T') and assume a relation
like AE(T) o &(T)* near the Kauzmann temperature,
this implies that a CRR has the linear size behaving as
E(T) o< (T —To)' /™.

Note that the source of singularity at T = T, comes from
ever growing size of CRR.

2.2 First principle theories

2.2.1 Mode coupling theory (MCT) In the preced-
ing subsection we have been concerned with thermody-
namic and macroscopic properties of the system such as
heat capacity and viscosity, or the overall relaxation time.
Under such circumstances, when the first principle theory
of structural glasses was proposed under the name of mode
coupling theory (MCT) of glass transition in the mid eight-
ies. See Gotze (1991), and Gotze and Sjogren (1992). This
theory appears to be greeted with a great surprise but more
with skepticism. There is a good reason for skepticism.
The MCT was originally developed for critical dynamics
where one deals with fluctuations with diverging length and
time scales (see Herbut (2007) and Hohenberg and Halperin
(1977)). Therefore it makes a great sense to forfeit molec-
ular details in favor of collective large length scale fluc-
tuations, whereas primarily the dynamics on microscopic
length scales was thought to play major role in glass transi-
tion"?, Gotze (1991), Gotze and Sjogren (1992), and Gétze
(2009). Also see Miyazaki (2007) for an up-to-date review
of MCT including diverging length scales.

Here we outline the MCT formalism developed for one-
component fluid. The formalism used here has basically the
same framework as that developed for critical fluids. See
Kawasaki (1970, 1971, 1976). However, the physcal con-
tents are totally different. In critical dynamics critical sin-
gularity that appears in dynamical behavior simply reflect
that of equilibrium critical phenomena. In contrast, equi-
librium properties of supercooled liquids are assumed to be
smooth functions of thermodynamic parameters, and any
singularity has to be generated by analyzing the MCT equa-
tion itself. See Gotze (1991), Gotze and Sjogren (1992),
and Gotze (2009).

A simplest indication that this might actually happen was
embodied by the earlier work of Geszti (1983). Here we
consider supercooled liquid to be characterized by the shear
viscosity n(T) and the self-diffusion constant D (7). Note
that the self-diffusion constant reflects motion of a single
labeled atom in contrast to more common mutual diffusion
in binary fluid mixtures. Then the fact that viscosity is
enhanced by difficulty of atomic motions reveals itself by
increase of the relaxation time, which in turn is proportional
to the inverse self-diffusion constant. Therefore we may
write

n(T) = no +b(T)D~(T) )
where 7 is a constant background and b(T) is a smooth
coefficient. On the other hand shear viscosity and self-
diffusion constant are connected by the Stokes-Einstein re-
lationship which was originally derived for a large sphere
floating in fluids but is known to be qualitatively correct for
a labeled atom in the fluid consisting of the same kind of
atoms:
kgT

b = rand

Q)

where a is the atomic diameter.

“2Recently different views are expressed saying that dynamics of diverg-
ing length scales may show up in supercooled liquids in some subtle ways.
See Berthier et al. (2007a, b).
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By combining these two Egs. (5) and (6) we recover
Mo
[1 —6mab(T)/kpT]

The viscosity obtained is seen to diverge at the temperature
T, determined by

n(T) = @)

6mab(T,)/ kT, = 1. (8)

This is a self-consistent theory and its physical picture is
clear: in dense fluids movement of any atom is hampered by
the presence of neighboring atoms. Movement of any one
of neighboring atoms itself is hampered by its neighbors
including the original atom. This feedback mechanism is
revealed through Eqgs. (7) and (8).

The above explanation of the self-consistent caging is too
simple for quantitative prediction. For the latter purpose
more sophisticated theoretical framework is needed. Here
the mode coupling theoretical framework originally devel-
oped for critical dynamics enters. Our objective is the time
correlation function of Fourier components of the density
fluctuations p(r) — pg or its Fourier transform pi defined
by

< k() p—k(0) >
< pk(0)p_x(0) >

pk(t) = /dr[p(r, 1) — pole™'*"

O,(1) =

®

where < --- > stands for equilibrium average where a
supercooled state is regarded as equilibrium as long as its
life-time is large enough, the case we will be concerned
with here. Also p(r, t) is the local density at the position
r and the time ¢ and pg =< p(r,0) > is the constant
equilibrium density.

Here we start from continuum stochastic equations for
p(r, t) and the momentum density j(r, ¢) rather than a mi-
croscopic molecular model. This approach due to Das and
Mazenko (1986) is obviously influenced by what was done
in critical dynamics described for instance in Kawasaki
(1970, 1971, 1976). In the latter problem this starting point
is justified if one works in the mesoscopic space-time scales
intermediate between microscopic and macroscopic scales.
In non-critical liquids this is not obvious since there is no
such obvious mesoscopic regime. This is done here since
the simplest resulting mode coupling equation for ®;(z)
is identical to those that start from microscopic models
and projector formalism (Gotze, 1991; Gotze and Sjogren,
1992), and is flexible enough to contemplate improving the
approximation used.

The starting equations of motion are”

0 .
m@ﬂ(r, )=-=V.jr,1)
ij(r, 1) =1f(r,t) — ij(r, N+ ¢, . (10)
at mpg

Here m is the mass of one molecule, v is the Kinetic vis-
cosity of molecular origin (that is, the bare viscosity, see

“3The set of Eq. (10) in general are not consistent with the detailed
balance condition for which quadratic terms in the momentum density
are required (private communication of B. Kim). Here we do not go into
details.

Hohenberg and Halperin (1977)), and f(r) is the force den-
sity acting at a fluid element located at r due to the in-
termolecular force (here and after we often suppress ar-
guments ¢ in defining physical quantities), which can be
shown to be expressed as

SH({p})

f(r) p(r) V 5p(0)

where H ({p}) is the total free energy functional when the
density profile {p} is given, and is called the free energy
density functional. The last two terms on RHS of the second
member of (10) are the reminder that we are in fact dealing
with molecular systems and represent effects left out in
this continuum treatment. In particular these two terms are
related through

< O, 1) O, 1) >= 2k Tvold(r — ¥)8(t —1'). (12)

Y

Here 1 is the unit tensor of space and the free energy density
functional is yet to be chosen. It is common to choose the
Ramakrishnan-Yussouff form (Ramakrishnan and Yussouff,
1979) as follows though use of this is not quantitatively
justified in general:

p(r) 1
H({p}) =kBT/drp<r)[1n (P9) 1]~ Jaar
~/drfdr’6(r —1)(p@) — po)(p@) — po).

13)

Here c¢(r) is the direct correlation function whose Fourier
transform ¢y is related to the static structure factor Sk
through ¢x = p; 1(1 — S 1) and is a sort of effective in-
termolecular interaction potential (Hansen and McDonald,
2006).

We shall not be interested in effects of microscopic de-
grees of freedom represented by the last two terms of
Eq. (10), which hence will be omitted where their effects
come in solely through contacts with heat bath having the
temperature 7. Then, if the force density f(r) were lin-
ear in 8p(r) = p(r) — pp and j(r) the equation of motions
Eq. (10) are linear in these variables and these equations de-
scribe trivial local oscillations in fluid. Hence, to gain any
significant results it is essential that we keep nonlinearity
of Eq. (11), which is displayed as follows where linear and
nonlinear parts are indicated by superfixes / and n/, respec-
tively:

f(r) = f'(r) + " (r)
f'(r) = —kpT V [(Sp(r) — po / dr'c(r — r’)5p(r/)i|

£/ (r) = kpT / dr'c(r —r')8p(r)dp (). (14)

Our basic starting equation is now written after Fourier
transformation and elimination of the momentum density
as

82 2 Rk(t)
3P0 = —pe(t) + — 15)
with Q; = k/kgT /mS; and
Ry = kgT (27_[)3 /qu * qCqy Pk—qPq- (16)
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Here €2; is the frequency of local short wavelength oscilla-
tions in fluids and Ry is the remaining nonlinear contribu-
tion. Note that R; contains large numbers of density fluc-
tuations with various wave vectors which give it a random
variable character in time. Thus, Eq. (15) takes the form of
a generalized Langevin equation of the Brownian particle
with the inertia term. We now return to the time correlation
function introduced by (9). By the well-known technique
originally due to Mori (see e.g. Kawasaki, 2000), this gen-
eralized Langevin-type equation gives rise to the following
equation for @y (¢)

2

d 5 f’ d
S 0(1) = —Q2D(1) — | dsMi(t —s)
0

o Ti(s) (17)

where the memory kernel M;(¢) is

My(t) = < R(OR_x(0)>.  (18)

m? < |pxl? >

The equation obtained here for @ (¢) is not yet useful since
Rk () and R_g(0) are both bilinear in the density fluctua-
tions. It is common to factorize this four-body correlation
function into the sum of the products of the pair correlation
functions ®’s themselves. This gives rise to

poksT 1
2mk? (2m)3

'/dQ[k qcy + k- (k= qQck_ql
Sy Sikq Py () Prc_q (0).

M (1) ~

19)

Combining this with Eq. (17) we obtain a nonlinear inte-
gral equation to determine @ () selfconsistently where the
initial conditions are

d
PuO0) = 1, —-®u(1)|

=0.
dt

(20)
Here the time independent quantities entering the above set
of equations such as pg, T, m, S, ¢, are regarded as ex-
ternal control parameters. We are primarily interested in
the long time behaviors of ®(¢). Quite often this function
tends to zero at the infinite time (i.e. an ergodic state), but
in some times there remains a finite component (i.e. noner-
godic state). This depends on where we are in the parameter
space, and one can observe transition from an ergodic state
to a nonergodic state and vice versa which marks a phase
boundary. This aspect of the problem was studies in great
detail both analytically and mostly numerically (Das, 2004).

The above mentioned theoretical framework is the cele-
brated mode coupling theory (MCT) of glass transition by
Gotze (1991), Gotze and Sjogren (1992) and Gotze (2009)
and is the only existing theory that starts from the first prin-
ciples. The theoretical results were successfully compared
with experiments and computer simulations. See Gotze
(1999) and Binder and Kob (2005). In particular the the-
ory was even quantitatively sucessful for colloidal solutions
where arrangements of colloidal particles in solvent display
completely disordered moving state (fluid), or regular (crys-
tal) and disordered frozen (glassy) state (Zaccarelli et al.,
2003).

Now, we must touch on some negative aspects of MCT.
Successful comparison with experiments and simulations
are primarily those occurring on relatively short length and
time scales like those explored by neutron scattering, syn-
chrotron radiation scattering, etc. However traditional glass
research focused on macroscopic behavior like viscosity
and heat capacity which cannot be successfully treated by
MCT. For instance, MCT predicts divergence of viscosity
at the MCT critical point where a transition from ergodic
to nonergodic state is predicted. If we follow the temper-
ature, this transition occurs somewhere above the normal
glass transition temperature, where the observed viscosity
does not show a divergence, but often cross-over from one
behavior to another behavior. This difference is believed
to result from the important effects of thermal noise which
destroys frozen structures appearing in MCT non-ergodic
states. Attempts have been made to remedy this short com-
ings, but the current situation can be summarized just by
saying it is utterly confusing. We suggest that a way out
of this is to treat the noise problem differently as we shall
explain in the next section.

It is of some interest to compare use of MCT in criti-
cal dynamics and glasses. The original MCT in critical
dynamics described in Kawasaki (1970, 1971, 1976) de-
rived dynamical equation for correlation functions where
all the static properties with their critical singularities were
regarded as given input. Thus the outcome of the theory
reflects both critical anomalies in the input data as well
as those generated by solving the equation. On the other
hand in glasses these input were given as smooth quanti-
ties and any singularities must come out of solving the self-
consistent equation. On the other hand, if we take up dy-
namical renormalization group (DRG) approach to critical
dynamics reviewed in Hohenberg and Halperin (1977), all
the inputs of the theory are assumed to be constants or at
most smooth quantities. Here any critical anomalies must
come out of solving the equations of the theory, that is,
the dynamical renormalization group equations containing
only non-singular parameters. In this sense the latter has
some similarities to MCT for glasses. A close formal re-
lation ship between MCT and DRG approaches for critical
dynamics was discussed in Kawasaki and Gunton (1976).

Now, the the crucial message of MCT is that when cer-
tain variable set describing dynamics of the system is slowly
varying in time i.e. slow variables, functions of this set of
variables including their products equally change slowly.
This suggests a possibility of treating the slow variables
and their products on the same footing, whereby construct-
ing more general theories of slow dynamics. Such treat-
ments have been proposed in the literature. See Machta and
Oppenheim (1982) and Szamel (2007) and the intervening
publications by many authors (e.g. Andersen, 2003a, b). If
one pushes this point of view further, one eventually ar-
rives at the probability functional of slow variables, here
the probability density functional, which will be treated in
2.2.2.

It is probably worthwhile to remind again that the cur-
rent MCT of supercooled liquids originated from that for
critical dynamics, and hence inherits its weaknesses. In
other words, the current MCT can deal with effects of cru-
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cial nonlinearity to the extent that can be dealt with by the
renormalized perturbation theory. The difficulty of standard
MCT for glass-forming ideal gas discussed in the last sec-
tion seems to exemplify a serious problem faced by MCT. In
critical dynamics, this restricts the theory to higher spatial
dimensionality, presumably d > 3. In lower dimension-
ality, say, at two dimensions, topological defects can play
dominant role where plane wave modes are clearly inad-
equate. See Herbut (2007). There are other cases where
renormalized perturbation theory is quite inadequate, such
as fully developed turbulence (Frisch, 1995) and late stage
phase-ordering dynamics. The latter is reviewed in Bray
(1994) and in Kawasaki (2000).

2.2.2 Dynamical density functional theory (DDFT)
The original density functional theory (DFT) of liquids was
motivated to gain informations about heterogeneous equi-
librium liquids like those near a wall (we do not consider
here its original quantum counterpart). As a typical ex-
ample let us consider the Ramakrishnan-Yussouff density
functional (Ramakrishnan and Yussouff, 1979)

H({p}) = kBT/dr,o(r) []n& - 1] _ lkBT
0o 2

~ / dr f dr'e(r — ) (p(®) = po)(p() — o)
@1

where the direct correlation function ¢(r) is that for a uni-
form liquid in equilibrium. Now, suppose that we place
the liquid under the influence of an external potential u(r),
say, to bring it into a heterogeneous state. The external
field u(r) may, for instance, mimic effects of a bound-
ary wall. The density profile p(r) that is actually realized
is obtained by minimizing the total free energy functional
H{p}) — fdru(r),o(r) with respect to p(r):

8
5 () H({p}) = u(r).

Actually, quantitatively speaking, the density functional
(DF) given by Eq. (21) turned out to give generally poor
results since this is basically a quadratic approximation of
the free energy functional in powers of the density fluctu-
ation around the uniform density, and many proposals of
more complicated free energy functionals have been pro-
posed with quite good quantitative results. However, it
seems to the author that all these are more or less of engi-
neering type in the sense that choices are made for H ({p})
so as to produce good results. We focus on dynamics with
H ({p}) given by Eq. (21) and we shall not deal with these
modified DF.

Now, the spirit of the dynamical density functional the-
ory (DDFT) is, in one word, to adiabatically eliminate the
momentum density from the equation like Eq. (10) assum-
ing that the momentum density changes much faster than
the density, which has been justified by some intuitive argu-
ments by Cohen and also by computer simulation. See the
review of Das (2004). This makes sense since our interest
is primarily on the slow dynamics exhibited by the density.
The outcome of this with some simplifications is succinctly
expressed by the following functional equation of motion

(22)

for time evolution of the probability that a density profile
{p} is realized:

0 )
S P(p).0) = —L/drap(r) \v4
5 SH({p)
p(r) V[T o ]P({p}, 0)

(23)

where L is a kinetic coefficient. The first term on RHS fol-
lowing the big square bracket above with T is the thermal
noise which was missing in the MCT of the preceding sub-
section.

The second term there containing (§H ({p}))/dp(r) gives
a deterministic change of the density which was treated
in the MCT. The factor p(r) sandwiched between the two

V shows the fact that the thermal noise here is of the
multiplicative type, which distinguishes this model from
more conventional time-dependent Ginzburg-Landau equa-
tions where noise is of additive type. Indeed this is the
most crucial feature of Eq. (23), which permits one to de-
rive from it the self-consistent equation for ®;(¢) given in
2.2.1 if we use the factorization approximation of the kind
used in 2.2.1. Here is a caveat in applying the factoriza-
tion for purely dissipative type model systems like ours in
contrast to that in 2.2.1. In general, if we use the usual
factorization approximation for purely dissipative nonlinear
stochastic equations, we often times end up with unphys-
ical queer results like tme correlation function exhibiting
spurious divergences or even change of sign. A way out
is to first transform memory kernel into the so-called irre-
ducible form (e.g. Kawasaki, 1995, 1997). In simple words
the question boils down to whether one is concerned with
the renormalization of relaxation rate or the relaxation time.
For glassy behavior we are obviously concernred with the
life-time renormalization.

In this connection it is useful to mention that in Eq. (17)
where the mode coupling is of reversible type the memory
kernel is folded onto time derivative of ®;(t), which is in
contrast to the case of dissipative mode coupling. In order to
see this we generalize Eq. (17) by adding a dissipative mode
coupling term as the second term on RHS of the following
equation™

2

d t
22 Pr() = — QD (1) —/0 dsNi(t — 5)Pr(s)

d

<I>k(s).
s

—/0 dsM; (t —s)d— 24)

Here the dissipative memory kernel Ny (¢) is folded onto
@ (¢) itself. We now consider the long time behavior of
Eq. (24) where the term with second time derivative is
dropped and the memory kernels assumed to have zero du-
ration, that is, they behave as a delta function in time. Then
we see that the reversible MC tends to enhance inverse of

the relaxation rate (i.e. life time) whereas dissipative MC
tends to enhance the relaxation rate itself.

*#Equation (24) might better be regarded as an equation concocted to
explain two types of mode coupling rather that that derived from other
equation by generalization.
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The main objective of DDFT is not the rederivation of
the MCT equation just described but to move on one step
forward, in particular, to include effects of thermal noise
neglected in the standard MCT. This is important especially
in the long time where the system is trapped in a local
minimum of free energy landscape. Transitions among such
local minima are possible only by including thermal noise,
which should be possible if we return to Eq. (23). Before
moving on to this problem we must mention that we can
use this equation to compute & (¢) if we use factorization
approximation of the kind used before. However, note the
fact that Eq. (23) has as its stationary state solution the
equilibrium solution with the Boltzmann weight:

P({p}. t = 00) = Nexp[-BH ({p})] (25)
where A/ in the normalization factor. Barring pos-
sible singular behavior of the operator in front

—L fdr(cS/S,o({r})) V - p({r}) V the equilibrium so-
lution (25) is unique if the conserved quantity f drp(r) is
fixed.

Direct numerical analysis of (23) is difficult because of
the extra factor p(r) giving rise to multiplicative noise.
We have mapped this equation onto a kinetic lattice gas
and analyzed it with Monte-Carlo method (Fuchizaki and
Kawasaki, 2002). The results were rather striking. When
the over all density exceed a certain limit, a number of het-
erogeneous random structures appear and overlaps among
different such states can be obtained. Overlaps are more
widely distributed with increasing probability width as the
overall density increases. Also we monitored overlaps of
one heterogeneous state at one fixed time and at later times.
This way we followed time evolution. Overlap of the initial
heterogeneous state with that at later times clearly exhibit
barrier crossing from one metastable heterogeneous state to
another.

2.3 Geometrical frustration

More than half a century ago Charles Frank noted that
in dense liquid consisting of atoms interacting with the
Lennard-Jones potential, the energy contained in a small re-
gion is smaller if the atoms are locally arranged in tetrahe-
dral structures rather than in closest packing structures (fcc
and hcp). However, if one attempts to fill the entire space
with tetrahedra, one finds that perfect packing is impossible
leaving a gap of 7(1/2)° around the common edge of five
touching tetrahedra. If one tries to eliminate this gap by
distorting each tetrahedron a little bit, this will cost some
elastic energy. This building up of elastic energy per unit
volume grows with some positive power of the system size.
This is an example of geometrical frustration. A way to re-
lieve this frustration is to release this excess elastic energy
by introduction of a disclination line network. An extensive
theoretical work exists along this line of thoughts, which is
due to Nelson and many others. For an up-to-date review,
see Tarjus et al. (2005).

A purely continuum approach was also developed to sim-
ulate frustrated systems. A simple version starts from the
following free energy functional for a d-dimensional sys-
tem with v (r) an appropriate local order parameter:

i) = [ar| = Srowar + 3wy
2"’ 2

/dr dr

Here r9 and v are some positive constants, and Q gives a
strength of long-range interaction giving rise to an excess
elastic energy. The energy density is given by

1 2
_wo _ /|d Zwvd

where v is the average of i (r) and V is the system vol-
ume. This gives a contribution to H behaving as V!+2/¢,
which is clearly superextensive. For further details, see
Tarjus et al. (2005) again.

Since this approach focuses on well-localized objects,
this will complement the MCT-DDFT approach where
plane wave type excitations are dominant.However, dynam-
ical aspects of the geometrical frustration approach are yet
to be developed.

1
VY. 26)

27)

3. Summary and Discussion

We have given a brief overview of the current status of
our understanding of structural glasses. In view of author’s
limited experience in this field, this review is necessarily
one-sided. Probably too much space is devoted to first prin-
ciple approaches. Nevertheless there is some justification
since we have seen enormous progress in the field of first
principle approaches in the last two decades or so during
the long history of structural glass research.

What are then the remaining problems? There is plenty
and here we can mention only a small fraction of important
problems that have come to author’s mind.

e Systematize higher order renormalized perturbation
calculation starting from MCT as the zeroth order.
There are two types of proposals put forward so far: (1)
field-theoretical formulation where particular attention
is paid to preserve the fluctuation-dissipation relation-
ship at each order of calculation. See Andrenov et
al. (2006), and also Kim and Kawasaki (2007, 2008),
and (2) algebraic approach to renormalized perturba-
tion theory and its diagrammatic representation. See
Andersen (2002, 2003a, 2003b), and Szamel (2007).
In this connection, use of models with the Kac-type
potential may be worthwhile in view of a smallness pa-
rameter of perturbation theory. See, e.g. Franz (2008).

e To extend the current MCT and TDFT to the problems
far from equilibrium like aging and systems under im-
posed shear flow.

e Questions about glass-forming ideal gas models. See
Charbonneau et al. (2008). Naive applications
of MCT failed because interactions enter here only
through static correlations as input that are only for
ideal gas without a trace of interactions responsible for
freezing. There are lots of non-trivial points one can
think of in this simple-minded applications of MCT.
For instance < 8ok (t = 0)6pk > can be different from
that for equilibrium.

e Phase diagram of ergodic-nonergodic transition is cur-
rently based on solving MCT equation and extrapolat-
ing the solution to the infinite time. Why not there be
an entirely static calculations for this, e.g. by replica
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technique? See for instance Mézard and Parisi (2000).
An attempt in this direction was recently made by
Crisanti (2008).

e Current MCT uses only plane wave modes, which is
because the systems treated so far are transitionally
invariant. This need not be always the case. As an
example, if the system is confined to a finite space,
and diverging length scales are involved, modes other
than plane waves can necessarily enter ™.

e In view of the limitation of Subsec. 2.2 in treating
strong nonlinearities the approach that deals with topo-
logical defects associated with geometrical frustration
shows us a direction to proceed in future.
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